**Depth discussion of word vector selection**

*Consideration of training data*

The availability of emoji vectors is sparse, however a majority train using short form online content such as tweets or Instagram captions. This methodology may have a significant limitation in this context; incongruence in sentiment between emoji and the text may be hard to identify in sarcastic content. Where this is already accounted for within the pragmatic information of the vector itself this incongruence may be less visible. It is unlikely that this would omit incongruence totally as there are no emojis which are used universally to convey sarcasm however emojis which are most frequently used in sarcastic content would be disproportionately impacted. The emoji2vec vectors were trained using official emoji descriptions, which largely omits any noise introduced by emojis being used in contexts contrary to their literal sentiment. However, these descriptions are highly literal and may not capture the nuances of certain use-cases. In the context of use to extract emotion data, this is not necessarily important, however vectors will likely require fine-tuning to provide more useful contextual information when deployed in a sarcasm detection model.

The Google News Word2Vec vectors, trained on news articles are unlikely to be impacted to a significant extent by sarcasm thus by similar logic incongruence is likely to be more evident using this selection. The developers of emoji2vec describe this as the most appropriate set of word vectors to be used alongside their vectors and thus this is a logical choice for use in the regression task. However, there are similar limitations with regards to their use in later sarcasm detection for twitter content given the significant differences in vernacular used between the two sets of text.

*Word vector bias*

Word vectors by nature, carry the biases of the dataset for which they were trained. The impacts of this in the case of the emoji vectors are likely to be minimal given the descriptions which they are trained are highly objective, with no identified use of vocabulary that may introduce bias such as adjectives or adverbs. The converse is the case however in the case of the Google News vectors which have been shown to contain significant bias in terms of gender, socioeconomic status, and race (Bolukbasi et al., 2016). This bias is important to retain within the data as it serves to add context, which is highly valuable to the detection of sarcasm, and sentiment more broadly. However, consideration must be given to whether biases within the media are also representative of that which would be found in the considered tweets. A comparative study relevant to this use-case is a potential area of expansion of this work in future, however the work of Curto et al., 2022 comparing bias in Google News Word2Vec and Twitter GloVe Vectors can provide an indication of the impacts of bias in the word vectors. The work found that the variance in bias was minimal for many topics however the Google News vector displayed greater bias based on socio-economic status and the GloVe vectors displayed greater skew towards negative sentiment in the context of discrimination. This will be a consideration while carrying out hyperparameter tuning.

**Word Vector Optimisation Process**

*Model Architecture*

*Optimiser selection*

Given the complex nature in the relationships between basic emotions, and context playing a key role in pragmatics captured in such vectors, determining a true optimum presents challenges both in defining loss functions and optimiser selection. Two proposed loss functions outlined in section X, aim to exploit known relationships between vocabulary which are postulated to increase sentiment awareness. The complexity of the problem set and high dimensionality of the vectors imply a loss landscape containing many local minima which may hinder optimisation where a function which cannot escape local minima to locate a global minimum is selected. Two optimisation functions were assessed for this task which are robust in escaping local minima:

*Stochastic Gradient Descent:* Gradient descent approaches operate by means of an iterative descent down a slope to locate a minimum for the loss function, defined as a slope equal to zero. To avoid convergence at local minima, the scale of each adjustment at each step is defined as:

Repeated until convergence

Where such a method reduces the step size as the slope approaches zero. Considering this function in the context of a three-dimensional plane, it is evident that there is no mechanism which avoids convergence within a local minimum or saddle point. Hence, an adjustment of this function which leverages a single randomly sampled loss gradient in each step is more appropriate:

Repeated until convergence

This adjustment avoids convergence at saddle points or local minima as the random sample may point away from a local minimum as it may not lie around this particular minimum in the loss contour, allowing the model to escape these points, where the summation of all results would not.

*Adam Optimisation:* Adam is a more sophisticated alternative to the stochastic gradient descent model, which introduces a variable learning rate during training. This method adapts learning rates ()using an exponentially decaying average of past squared gradients and implements an exponentially decaying average of past gradients to update vector direction ():

Where and denote Hadamard (element-wise) product and division respectively and is a smoothing term to prevent division by zero. Given , the update direction has momentum, which pushes the loss away from local minima to locate the global. The adaptive learning rate, is scaled by such that larger gradients result in smaller learning rates. The consideration the two moving averages of the gradients smooths noise, which is likely to feature prominently in the data under consideration. Such smoothing is particularly effective around saddle points, where gradients approach zero in many dimensions.

*Model Tuning*

To select the optimal model for the task, hyperparameter tuning was carried out in both cases to monitor loss over time and best outcome for the loss functions. Hyperparameters assessed in each case were as follows:

*Table X* Summary of hyperparameters assessed.

|  |  |  |
| --- | --- | --- |
| **Model** | **Hyperparameter** | **Values Considered** |
| Stochastic Gradient Descent | Learning rate | 0.00001, 0.0001, 0.001, 0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7 |
| Adam | Learning rate | 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7 |
| Batch sizes | 32, 64, 128 |
| Betas | (0.9, 0.999), (0.8, 0.9), (0.7, 0.8) |
| Use regularisations | True, False |

A grid search model was employed to iterate through hyperparameters as the task was deemed not to have excessive computational cost to necessitate skipping permutations of hyperparameters. Relatively large learning rates were assessed to explore the solution space more comprehensively and increase convergence rate. Generally larger learning rates are undesirable due to their unstable gradients and tendency to overshoot optimal points, however given the adaptive learning rate in the Adam model, this effect was offset and smooth descent to optimal points were observed. A larger range considering smaller learning rates was considered for the gradient descent given the constant learning rate. The Adam optimiser additionally considered varying and which control moving average and second moment decay rate respectively. Varying aims to find balance between slow adaptation to mitigate the impacts of noise (smaller value) and faster adaptation which aids the optimiser where large gradients are present (larger value). Similarly, is varied to consider the outcomes where outlier values have reduced impact (smaller value) and greater response to changes in magnitude (larger value). Batch size is considered for the purposes of considering the balance between mitigating noise and reaching the true minimum point rather than navigating around it. The approach to batch size ideally would additionally consider over and underfitting more directly, however in this case fit was assessed through the consideration of the data at varying degrees of loss against human-annotated data.

The Adam optimiser yielded better results with smooth loss curves, contrasting the gradient descent model, indicating that the assumption of complexity in the loss landscape was accurate. The Adam model enabled the initial use of a greater learning rate to navigate this, with mechanisms to escape local minima which was not possible in the gradient descent model due to its constant learning rate.

*Normalisation*

To ensure training would not be prematurely halted due to the direction of vector shifts, and reduce impact vector length related noise, after each iteration vectors were normalised to unit length by dividing each vector by its Euclidean norm. The result is each step moves vectors across a spherical plane of radius 1, rather than leaving the movement plane undefined. This approach preserves cosine similarity values which are not impacted by magnitude, however when considering emotions, it is possible that magnitude may play a role in their identity; for example, it intuitive that *mad* indicates a less intense emotion than *furious* which should be reflected in their respective vector magnitudes. This information is lost using this approach. However, it is unclear the degree to which this information may be of value in the context of the comparisons in question.

\*\*\*Add in 3D surface plots showing the process and discuss\*\*\*

**Model development for basic theory regression**

The overall goal of the model development process was to identify the best possible model for the regression task with regards to its accuracy and robustness. This section discusses in depth the process outlined in section X.

*Data split:*

The data available was initially split into two subsets of train and test data at a ratio of 80:20. This represents a high-typical split for similar use cases, which was deemed appropriate given the small quantity of data available as it retains as much data as possible for the training set, while ensuring the test subset is of sufficient size to give reliable indications of the models’ performance. The purpose of the test data is to withhold some data from the training process to understand how the model performs on unseen data. Within the training process, a secondary data split is performed during cross-validation. These processes were implemented to ensure that recorded performance is attributable to the models’ predictive capabilities, rather than the selection of train and test data for a particular instance.

*Models Assessed:*

The model selection process was created with the purpose of identifying the most optimised and robust model possible for the regression task. Given the limitations in data volume a focus on models with more simplistic architectures was appropriate. The following models were assessed:

*Linear Regression:* Models the relationship between a dependent variable and one or more independent variables by fitting the parameters to a linear equation. This model is simplistic therefore performs well on smaller volumes of training data. The Pearson’s correlation metrics evaluated previously show moderate to high-moderate correlation between parameters and the target variables which indicates that this model may be appropriate for the task.

*Random Forest:* Combines multiple decision tree regressors to predict the target variable. This model is similarly simplistic thus appropriate for the small dataset. If generalisation is a challenge, the aggregation of predictions from multiple decision trees can mitigate the impacts of overfitting. Overfitting has been identified as a potential problem given the predictions not displaying total correlation due to the limitations associated with the vector information and approximation methodologies highlighted previously.

*XGBoost Regression:* An adaptation of the Random Forest regressor which constructs an ensemble of decision trees sequentially, where each tree is modified to correct errors in its predecessor. Predictions are weighted to optimise the overall loss function which enables the capture of more complex patterns than Random Forest, however in this case the increased complexity may be of detriment due to the data volume.

*Support Vector Regression:* An adaptation of linear regression which defines a hyperplane that best fits the data while minimizing points which fall outside of these boundaries. The model reduces overfitting using a margin of error around the plane where the data can reside, and its simplicity enables the implementation with small datasets.

*Gaussian Process Regression:* A model which describes probability distributions over many functions to capture uncertainty and use a probabilistic framework for regression. The model works well for limited sample sized, while still capturing more complex, non-linear relationships and mitigating impacts of noise. Uncertainty metrics may additionally be of value in ensuring the final model is suitably robust.

*K-Nearest Neighbours Regression:* Predicts the value of a target variable by averaging the values of its k closest neighbours. The approach is simplistic and does not rely on large datasets to generate predictions. This is a potentially viable option as throughout the data preparation, an emphasis on generating approximations where similar emotions have similar vectors was implemented, which should return similarity scores which align to similar alternatives. This may not be sufficient given the correlations achieved previously, which may indicate that there is insufficient cohesion between similar emojis to obtain accurate results.

*Target variable format selection:*

The target variables were previously identified to not have a normal distribution and thus alternatives were generated which adjust the values to have a normal distribution. Both these parameters in addition the original labels were assessed to obtain the most optimal outcomes.

The task was identified to have potential for both univariate and multivariate regression. Both options were assessed to ensure comprehensive coverage of consideration to possible optimal models.

*Model Optimisation:*

The optimisation process for the models had two goals. To determine the parameters which generate the most accurate predictions and was robust to altering the data. Hyperparameter tuning was deployed to determine the best possible outcome performance each model was capable of. Cross-validation was implemented to evaluate how robust the performance was.

*Hyperparameter tuning:*

The hyperparameter grids for each respective model were generated with the goal of assessing the impact of a broad range of hyperparameters on the outcomes of the models. Such hyperparameters were identified in the relevant documentation for each model. The values for each hyperparameter in each case aim to cover a broad range of possible options, spanning a range that covers typical values found in similar implementations in literature, adding a buffer above and below the range for comprehensive assessment. Where the hyperparameter has categorical options, these were selected based upon their potential suitability following assessment against the problem set and data available in cases where the number of options was too large for use.

Given the small data volume, the computational cost of the training processes is reasonably low, even where many hyperparameters are present in the grid. For this reason, the grid search method for tuning was deployed to provide the most comprehensive assessment of the selected hyperparameters, which considers every combination of hyperparameters within the defined grid space.

*Cross-Validation:*

To ensure the model performance is not dependent on the specific combination of train and validation data used in a single instance, a cross validation model was implemented to ensure the optimal identified outcome was robust when predicting unseen data. A k-fold method was used which splits the data into five components and combines them to form k iterations of train and validation data. Five folds was the k-value deemed appropriate as this represents an 80:20 split of training and validation data, which was selected per the logic of the split prior to the training stage.

*Dimensionality Reduction:*

The selection of three sets of prediction parameters was implemented with the goal of each subset being able to mitigate the impacts of their respective limitations. However, this strategy operates upon the assumption that the error is inconsistent across each set of approximations, which may not be the case and results in a large quantity of features being introduced during training. This strategy has a significant potential for underperformance without dimensionality reduction due to overfitting, multicollinearity and increasing complexity with a large quantity of features. Several subsets of data were generated by splitting the data into subsets for each approximation method in addition to selectively excluding features with low correlation to the target parameter, per the Pearson’s correlations determined previously.

*Performance Evaluation:*

The models were assessed in terms of their performance based on three metrics which work together to provide a broad picture of the performance:

*Mean absolute error:* Determines the mean absolute difference between predicted and actual values. This metric is selected to provide an easily interpretable metric to understand the error in the predicted values.

*Mean squared error:* Quantifies the average of the squared differences between predicted and actual values, which provides an indication of the overall magnitude of prediction errors with larger penalties applied to greater errors. Given the mean absolute error provides a mean value which does not provide much information regarding the distribution of the error across each individual prediction, the additional information provided by the mean squared error is of value to supplement this limitation.

*R2 score:* Measures the proportion of variance in the target variable which can be explained by the input parameters and can be considered a measure of the ‘goodness of fit’ of the model. This metric was included to provide a more comprehensive understanding of the models’ performance, such as the models ability to generalise which is also essential to understand when considering model performance.

*Neural Network Evaluation*

*Model Selection*

Outcomes from model selection using traditional machine learning models found that in multiple cases models capable of learning more complex patterns performed best. To ensure a comprehensive evaluation of models for the task, several neural networks were assessed for univariate regression. While these models generally require larger volumes of training data to learn patterns, they are also capable of modelling more complex patterns. The assessment was carried out to understand if this trade off yielded a favourable result in this case. The models assessed were as follows:

*Feedforward Neural Network:* A model which learns patterns by passing data through sequential layers, applying weighted transformations and activation functions.

*Convolutional Neural Network:* A model which uses convolutional layers to automatically extract relevant features from the input followed by fully connected layers to map the features to the output. It is more commonly used in image processing; however similar implementations have been identified in literature.

*Radial Basis Function Neural Network:* A model which uses a radial basis function as the activation function in its hidden layer. They excel at approximation and interpolation tasks, making them highly suitable for data which contains complex relationships. Additionally, they are effective using data which is unevenly distributed which may improve outcomes given the non-parametric nature of parameters available.

The neural network models are capable of modelling more complex patterns than the previous models, however with increased complexity there is a necessity for a greater volume of data, which is unavailable for this task. *Anger* was one such emotion which performed best using a more complex model: the Gaussian Process Regressor, therefore this emotion was selected for initial evaluation of the models. Due to increase computational complexity, initial evaluation was carried out for each model with some manual hyperparameter tuning and model with greatest potential (Feedforward Neural Network) was more extensively tuned. This enabled a more extensive tuning process to be carried out with a more comprehensive search of the hyperparameters with the resources available. The initial stage of the process aimed to obtain parameters which resulted in the model of greatest accuracy:

*Dense layers:* Varying the number of layers present in a neural network generally increases its capacity to learn complex patterns, however as complexity increases, the possibility of overfitting and the quantity of data necessary to obtain meaningful results increases. Models containing between 1 and 6 dense layers were evaluated to find a balance complexity and generalisation. The dense layer units were additionally varied to further optimise this effect. Unit values were varied from 8 to 4096 in steps of 128 units to comprehensively assess the optimal options for each layer in the model.

Dense layers calculate the dot product of the input and a weight matrix, which is transformed via an activation function. Several common activation functions were assessed in each layer; ReLU, SELU, elu and swish. The selection of activation functions centred around methods which restrict negative values as sparse representation can aid in generalisation, which is likely to be a challenge given the limited annotated data. These activations also simplify the optimisation landscape thus decreasing training times which enables a more comprehensive search of other hyperparameters with the available resources. ReLU is a very common activation function for many problem sets and returns positive values unchanged and converts negative values to zero:

ReLU:

The ability to output zero differs from alternatives which can only approximate zero. The result of this feature is a more simplistic model which is desirable in this case due to labelled data availability. However, if the output is consistently zero for all inputs, the neuron becomes inactive and stops contributing to learning. The ELU function operates on a similar principle, adding a constant to smooth negative value:

ELU:

This is a highly popular adaptation of ReLU which addresses the limitation of inactivity, and generally converges faster, however it is more computationally expensive due to its non-linearity. The SELU function addresses the same limitation using self-normalisation:

SELU:

The normalisation in this function, generally have more stable gradients than ELU activated models, however there is significantly less implementation in literature therefore their advantages and disadvantages may not be comprehensively understood. Finally, the swish activation introduces non-linearity for negative inputs using the sigmoid function:

Swish: where

Such an equation results a non-monotonic first derivative and smoothing. The function has been shown to outperform ReLU however is more computationally expensive due to increased linearity.

*Dropout and batch normalisation layers:* Initial evaluation of the neural networks displayed a discrepancy between train and test data performance even after convergence, which indicated poor generalisation. Such an observation highlighted the necessity for a robust mechanism to mitigate overfitting. Optional dropout layers were considered between dense layers to prevent overfitting. These layers randomly select a portion of the neurons to deactivate. This differs from the previously mentioned limitation of the ReLU function as the output layer is scaled in proportion to the dropout rate. Dense layers discourage neurons from becoming too specialised; thus, the neural network must learn more robust features. Dropout rates were varied to ensure optimal outcomes could be obtained from these layers. Batch normalisation was evaluated in a similar manner to the dense layers. During each iteration, these layers normalise the inputs by scaling them to have unit variance, which is performed within each batch of training data. This stabilises the distribution of inputs, encouraging more consistent updates to weights, leading to improved generalisation on unseen data.

*Learning rate:* Learning rate updates the degree to which weights are updated after each iteration of training. This is a highly influential parameter to model performance thus many potential values were assessed. Excessively large or small learning rates result in premature convergence and a suboptimal outcome or an extremely slow convergence respectively. No exploration of adaptive learning rates was implemented in this case to limit the computational cost of the tuning process; however, this may be an alternative approach where greater computing resources are available.

*Efficiency control:* Given the large range of parameters to be assessed and the relatively long training times associated with more complex models, measures were implemented to improve efficiency. While these do not directly impact the performance of a model, it allows the tuning process to explore a greater range of hyperparameters, which leads to a greater probability of identifying an optimal outcome. An early stopping callback was implemented to halt model training if the performance did not improve for 5 epochs based on the mean absolute error of the validation data. This is a relatively strict approach; however, this serves to reduce consideration of models with unstable gradients in addition to halting training where the model has stopped improving. The effect of this is that more combinations of hyperparameters (500 trials conducted) can be tested in a reasonable period, and more epochs (300) can be used so models which generate accurate predictions but are inefficient can also be considered. Batch normalisation and the selected activation functions additionally serve to improve convergence rates and by extension overall process efficiency by stabilising inputs.

From the hyperparameter tuning process, three models which displayed the best performance were progressed to cross validation to evaluate their generalisation capabilities further. A 5-fold cross validation was implemented per the logic of the traditional neural networks.

*Performance Evaluation*

The results of this evaluation are detailed in table X. Even where significant action was taken to ensure good generalisation, the result is an unstable model with poor alignment in metrics across the validation and test data. The error metrics show better performance in the test data, even where the R2 score is significantly worse. In both cases the R2 score indicates that the model cannot explain the patterns in the model thus the true performance should the model be deployed for prediction of unseen data cannot be understood reliably. For this reason, neural networks were excluded from consideration for the regression task.

*Table X* Neural Network performance evaluation results.

|  |  |  |
| --- | --- | --- |
| **Metric** | **Validation Data Performance** | **Test Data Performance** |
| Mean Absolute Error | 0.0125 | 0.00670 |
| Mean Squared Error | 0.000278 | 0.000852 |
| R2 Score | 0.000393 | -0.155 |

**Selection of pre-trained models for dimensional emotion theory parameter regression tasks**

The purpose of this section is to narrow the scope of potential neural network architectures for assessment for a regression task to generate dimensional emotional theory parameters. This task has been broken down into two phases:

*Phase 1:* Identification of architectures commonly used in relevant literature and critical evaluation of their features with regards to the specific task.

*Phase 2:* Using the most suitable identified architecture from phase 1, assess several pre-trained models which fall into this category for the regression task.

*Evaluation of common architectures in literature for sentiment regression task*

Sentiment is fundamentally linked to context and thus models which successfully capture sentiment are likely to contain characteristics which enable the capture of long-term dependencies. Neural network architectures are widely utilised for such purposes. Their suitability is largely attributable to aspects of their architecture such as their:

*Ability to handle sequential data*: As language is sequential in nature, sentiment is often linked to word order. As neural networks handle data sequentially, their outcomes are often improved compared to more simplistic models.

*Robustness against noise:* Language is inherently noisy and variable due to variance in vernacular across a population in addition to relatively frequent errors in spelling or grammar. Such an effect is known to be more prominent in online content, where such features are sometimes used to add nuance to pragmatics. In the context of a problem set where there is potential for such features to add insight, this feature of such architectures may possess limitations if this information cannot be extracted in another manner.

Several models which would fall under this category are prominently found throughout literature evaluating sentiment analysis methodologies and specifically in the domain of sarcasm detection due to these features. The three primary models identified were as follows:

LSTM: The LSTM mechanism of selective memory is made up of a cell state, hidden state, and gates. The NN models sequential data by propagating over time through the connection of sequential events using the hidden state. This component captures dependencies by considering both the previous step and current output:

However, a feature of such a mechanism result in all previous steps being considered in the current step when implemented in isolation due to the chain rule:

Because:

With the ultimate result being either vanishing or exploding gradients and thus limitations on the abilities to capture long term dependencies in isolation. The cell state mitigates this effect through the filtering of less relevant information from the memory through the forget gate. This information, in addition to the weights from the input gate enable the model to learn which time steps contain important information, resulting in weights for each time step being represented in proportion to their understood importance to the model. Literature evaluating this architecture is not consistent with regards to its assessment of the efficacy of such a mechanism; with some studies citing the model as effective to capture long-term dependencies, and others postulating that the mechanism may ‘dilute’ important information over time. Similar contrasting observations are found in the sentiment across literature with regards to their robustness against noise, with the former asserting that noise information is filtered efficiently during training and the latter arguing the converse and observing amplification of noise. In this context, what is traditionally regarded as noise may provide pragmatic cues with respect to potential sarcasm as discussed above, these cues may be indicative that context of the problem set plays a part in the efficacy of the architecture to model valid patterns in the data, which explains contrasting observations within literature. No works could be identified which assessed this hypothesis, however this may be an area for future research.

GRU: GRU models address vanishing and exploding gradients using a more simplistic mechanism than LSTM models. These models omit the cell state and regulate memory using gates. These architectures utilise an update gate to dictate the information which is retained from the previous step in series with a reset gate which dictates the information which should be eliminated. Compared to LSTMs for natural language processing tasks, due to their more simplistic architecture GRU models seem to perform better where shorter data sequences are used, possibly providing greater potential in the context of the short form content as is used for the problem set in question.

Present state-of-the-art for sentiment analysis also includes significant volume of models which contain an alternative mechanism for memory. Transformer-based models leverage self-attention mechanisms to capture dependencies of long and short ranges.

These models are based upon encoder-decoder architectures, which are capable of processing data in parallel due to their attention mechanism which avoids processing data in parallel in favour of processing the sequences as a whole. The encoder consists of several layers, each containing two sublayers. The first sublayer generates self-attention and the second consists of a fully connected feed-forward network with two linear transformations and ReLU activation:

Where each layer uses its own weights and bias parameters. Given there is no inclusion of recurrence, there is no embedded manner to consider the relative position of words. To address this, positional encodings are added to the word embeddings. The decoder consists of several layers, which are each composed of three sublayers: the first decodes the previous input to extract positional information and apply attention. The attention in decoders is distinguished from that found in the encoder cells as they do not consider all words, but rather only words which have occurred before the current. The second layer contains a self-attention mechanism which receives information from the previous sublayers of decoders and the encoders output keys and values. The final decoder sublayer consists of a fully connected feed-forward neural network, like that of the second sublayer in the encoder cells.

The attention layers operate by passing each word in the sequence through the embedding and positional encoding layers to generate their respective vectors. The result is passed into the encoder where it is first processed by the attention module. The sequence is passed through three separate layers which each produce a matrix. These layers consist of query which defines the word for which the attention is to be calculated and key and value are compared to the query with regards to their relevance. These transformations are trainable operations which are adjusted to produce the desired output predictions over the course of training, quantified by the attention score, defined as the dot product between the query matrix and a transpose of the key matrix:

An intermediate matrix is produced, consisting of a multiplication between all combinations of the words in the respective matrices. A second dot product calculation is performed between the intermediate matrix and the value matrix to produce the attention score.

![A diagram of a number

Description automatically generated with medium confidence](data:image/png;base64,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)

![A screenshot of a computer

Description automatically generated](data:image/png;base64,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)

![A diagram of a graph

Description automatically generated](data:image/png;base64,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)

*Figure X* Architecture and mechanism of transformer model attention layers.

Given such a mechanism which learns based on similarities and differences in the input words, the architecture is aligned with the previous methodology for word vector transformation which yielded improved results compared to the original word vectors used in the basic theory regression task. Additionally, the lack of necessity for labelled data is advantageous adaptations of the strategy implemented for the basic theory regression could not yield acceptable levels of accuracy. The key characteristics of the training data which may have contributed to this result may be the small size of the training set, and the potential for complexity in the relationships between the emoji and labels, which could not be captured by less complex algorithms, more appropriate for the available training data. While traditional neural networks necessitate large, labelled datasets, the converse is true for transformer-based models which learn based on patterns between elements in the dataset, eliminating the need for such a resource intensive annotation process.

Each identified option presents advantages and disadvantages with regards to their architecture, and evaluation of each option may be the best approach to determining the best performance in this use case. However, considering the identified neural network options which necessitate annotated data, no models were identified which were trained using emoji and thus these options were omitted from consideration. Transformer-based models for dimensional theory sentiment analysis trained using emoji were identified, falling into the BERT category. Several iterations of BERT models tuned for various contexts to achieve outputs of dimensional-based sentiment scores were evaluated for correlation to the human-annotated dataset using Pearson’s correlation.

**Survey Components**

*Harm and Risk Assessment*

When conducting research involving human participation, it is important that the potential for societal benefit is balanced against the risks involved to the participants. The purpose of this assessment is to establish the magnitude and probability of any risks or discomforts which may be experienced by the participants such as harm and privacy so that adequate disclosures can be made to potential participants, ensuring their consent to participate is a fully informed decision.

By nature, sarcastic content disproportionately contains subject matter and inferences which may cause offence to some, thus psychological harm was deemed a primary potential cause of harm for this work and assessments were focused on mitigating this harm. The dataset for which the tweets are sourced for this survey carried out a screening process to identify and exclude content which may be considered excessively harmful. Given the definition of what was considered excessively harmful was not stated, a secondary screening was carried out on the content which would aim to remove content related to the following categories: violence, abuse of animals or humans, crime, terrorism, eating disorders, suicide, pornography, and exploitation of vulnerable populations. Given participants were not limited to Ireland, this list reflects the consensus of multiple English-speaking countries with regards to what is considered harmful content in the online space. This screening process did not highlight any content which may be classified as significantly harmful, indicating that the initial screening was effective in addition to the likelihood that participants were unlikely to submit such content, given the content could be traced back to them, even if it was stored anonymously in the dataset depending on their privacy settings on Twitter. These screening processes must additionally consider context to preserve non-harmful content which makes reference to such topics in a manner which has low likelihood for harm, as this content is common in sarcastic content and its inclusion ensures a more organic representation of the population. The following examples are taken from the question pool as examples where a harmful subject matter is referenced in a tweet which is deemed very low risk of harm:

*The only thing I got from college was a caffeine addiction.*

*I would kill a man for a forehead kiss rn.*

Following the assessment, the probability and magnitude of psychological harm to participants was determined to be low.

An additional risk associate with collecting data from participants relates to privacy. It is best practice to collect the minimum necessary personal data and ensure storage and reporting comply with legal requirements and good ethical practices. The nature of the work does not benefit from participants being identifiable to the researcher, or anyone else who may view this work thus to preserve privacy, data was collected anonymously. Given there was no data which makes participants directly or indirectly identifiable, GDPR does not apply to this survey, however governance surrounding participant control over their data is still good practice and thus the option to retroactively manage participation was implemented. This was implemented by prompting each participant to input a 6-character code, with inbuilt logic to prevent duplication. The participants were informed that should they wish to withdraw consent, they could reach out to the researcher via the provided email address and provide this code to remove their data from the study. This means that data collected falls into a potentially identifiable classification rather than total anonymity, however identification is controlled solely by the participant. Privacy of underage individuals was additionally managed via in-built logic in the survey. The population was restricted to those over 18, however where a survey is posted on online platforms accessible to those under 18, it was deemed important to add additional measures to ensure data of those under 18 would not be processed. This is addressed in the consent page of the survey which highlights this restriction on participation. A secondary measure involves a question which asks if the participant is over the age of 18. Where the *N*o option is selected for this question, the participant will be routed passed the body of the survey to the final page thanking participants for their responses and the response will not be recorded. These measures establish a framework for data collection which affords participants maximum privacy and minimises associated risks through the collection of information in a manner which does not make individuals identifiable, unless they wish to identify themselves.

This assessment establishes that this survey presents minimal risk of harm to participants. Outlined measure mitigate risk for psychological harm from the presented content, while preserving the purpose of the work. Personal data collected is not excessive and the storage and reporting procedures are deemed sufficient to ensure privacy.

*Participant Sampling Strategy*

The population to be sampled for this survey consists of individuals over 18 years of age who speak English and use emojis. While individuals under 18 present a potentially interesting population for assessment in this problem set due to their high frequency of use of both emojis and social media, there are significant ethical concerns for obtaining data from this population. The Data Protection Act 2018 dictates that data to be collected or processed for those under the age of 16 must be carried out with parental consent. This work expands this limit upwards to the age of 18. Parental consent in the context of a survey distributed via a website link is challenging to verify and therefore cannot be considered sufficient to comply with the law and ethical obligation thus this population must be excluded.

The survey is additionally limited to those who are English speakers, as this is a skill that is required to understand the questions. The final qualification for survey participation is the use of emojis. This is a more challenging qualification to manage, however a question has been added to exclude responses where individuals state that they do not use emoji and responses which have not included a single emoji in their response were additionally excluded as this may indicate that the individual does not use emojis naturally, or they did not correctly follow the instructions for submission. Basic demographic information was recorded to understand potential skew in data and variance in behaviours across the population.

Based on the target population characteristics sampling must be non-probabilistic in nature, as there are criteria which participants must meet for qualify for participation. To obtain participants of varied age and gender, ideally a quota sampling strategy would be implemented to obtain an even distribution of participants with regards to age and gender. This is difficult while avoiding the use of peers, family, and colleagues as participants which is not good practice due to the potential for bias due to their affiliation to the researcher. To mirror quota sampling as closely as possible, surveys were published in a number of locations which each have differing demographics.

*Survey Questions*

The survey questions can be broken down into several categories: Consent and qualification, demographic, classification, and emoji-usage questions.

*Consent and qualification:* The purposes of these questions are to establish the participant consenting and eligible to participate in the survey.

**Architectures of Considered Emoji Sentiment Prediction Models**

**Survey raw results**

|  |  |
| --- | --- |
| **Question** | **Response** |
| **Participant 1** | |
| Consent to participate | Yes |
| Are you over 18? | Yes |
| Do you use emojis? | Yes |
| What is your gender? | Female |
| What age are you? | 18-24 |
| What is sarcasm? |  |
| The only thing I got from college was a caffeine addiction  What is true of this tweet? | It is sarcastic |
| What emojis (if any) would you add to this tweet? | The only thing I got from college was a caffeine addiction 😏 |
| @WalesOnline Riveting news.  What is true of this tweet? | I don't know |
| What emojis (if any) would you add to this tweet? | @WalesOnline Riveting news. |
| "My (extended) fam was discussing going on a trip instead of getting presents for Christmas, like okay Im bout it... Yeah they were talking about doing to the dells. Ill take my god damn presents thank you very much"  What is true of this tweet? | It is sarcastic |
| What emojis (if any) would you add to this tweet? | "My (extended) fam was discussing going on a trip instead of getting presents for Christmas, like okay Im bout it... Yeah they were talking about doing to the dells. Ill take my god damn presents thank you very much"😬 |
| i love shoegaze sm  What is true of this tweet? | It is sarcastic |
| What emojis (if any) would you add to this tweet? | i love shoegaze sm 😁 |
| men are so grimey  What is true of this tweet? | It is sarcastic |
| What emojis (if any) would you add to this tweet? | men are so grimey 😢 |
| okay but like the say so song aint that bad. Im unironically jam to it lmao  What is true of this tweet? | It is sarcastic |
| What emojis (if any) would you add to this tweet? | okay but like the say so song aint that bad. Im unironically jam to it lmao😂 |
| Tinnitus is my favourite thing ever I love it. So loud so atmospheric https://t.co/mNJw5GvPzy  What is true of this tweet? | It is sarcastic |
| What emojis (if any) would you add to this tweet? | Tinnitus is my favourite thing ever I love it. So loud so atmospheric https://t.co/mNJw5GvPzy 🙈 |
| i hate when that guy on tiktok is all i uNdeRsTAnd iTs eASy tO keEp wAtChInG vIdEos. LIKE BRO MIND YA BUSINESS  What is true of this tweet? | It is sarcastic |
| What emojis (if any) would you add to this tweet? | i hate when that guy on tiktok is all i uNdeRsTAnd iTs eASy tO keEp wAtChInG vIdEos. LIKE BRO MIND YA BUSINESS 😊 |
| am honestly so disturbed by the star signs changes?? like Im a Scorpio not a libra?? am so so stressed  What is true of this tweet? | I don't know |
| What emojis (if any) would you add to this tweet? | am honestly so disturbed by the star signs changes?? like Im a Scorpio not a libra?? am so so stressed |
| love living in a capitalist society where i look forward to getting a surgery where im legit GETTING AN INTERNAL BODY PART REMOVED bc it means ill get a few days off from work xoxo  What is true of this tweet? | It is sarcastic |
| What emojis (if any) would you add to this tweet? | love living in a capitalist society where i look forward to getting a surgery where im legit GETTING AN INTERNAL BODY PART REMOVED bc it means ill get a few days off from work xoxo 😂 |
| Do you have any comments you would like to make? |  |
| **Participant 2** |
| Consent to participate | Yes |
| Are you over 18? | Yes |
| Do you use emojis? | Yes |
| What is your gender? | Male |
| What age are you? | 18-24 |
| What is sarcasm? |  |
| The only thing I got from college was a caffeine addiction  What is true of this tweet? | It is sarcastic |
| What emojis (if any) would you add to this tweet? | The only thing I got from college is a caffeine addiction 😭 |
| Holly Arnold ??? Who #ImACeleb #MBE nope not sure oh hang on you mean MBE yes thats her !!!  What is true of this tweet? | I don't know |
| What emojis (if any) would you add to this tweet? | Holly Arnold ??? Who #ImACeleb #MBE nope not sure oh hang on you mean MBE yes thats her !!! |
| ANY PENSIONER AND 4 YEAR OLD WHO DARE TAKE ME ON AT DINOSAUR THEMED CRAZY GOLF WILL BE CRUSHED, CRUSHED I TELL YOU. https://t.co/yZlafy0lsd  What is true of this tweet? | It is sarcastic |
| What emojis (if any) would you add to this tweet? | ANY PENSIONER AND 4 YEAR OLD WHO DARE TAKE ME ON AT DINOSAUR THEMED CRAZY GOLF WILL BE CRUSHED, CRUSHED I TELL YOU.😡 https://t.co/yZlafy0lsd |
| in desperate need of (and I can NOT stress this enough) spring break  What is true of this tweet? | It is not sarcastic |
| What emojis (if any) would you add to this tweet? | in desperate need of (and I can NOT stress this enough) spring break |
| I've said it before and I'll say it again but YOUR MENTAL HEALTH IS SO MUCH MORE IMPORTANT THAN A GOOD GRADE  What is true of this tweet? | It is not sarcastic |
| What emojis (if any) would you add to this tweet? | I've said it before and I'll say it again but YOUR MENTAL HEALTH IS SO MUCH MORE IMPORTANT THAN A GOOD GRADE |
| See Brexit is going well  What is true of this tweet? | It is sarcastic |
| What emojis (if any) would you add to this tweet? | See Brexit is going well |
| Just like to congratulate everyone on the Kop today for the fastest ever Poor Scouser Tommy. Slow the fuck down  What is true of this tweet? | It is sarcastic |
| What emojis (if any) would you add to this tweet? | Just like to congratulate everyone on the Kop today for the fastest ever Poor Scouser Tommy. Slow the fuck down |
| I couldnt have imagined how much fun I would have with people Ive met through streaming. Im so thankful to live in this timeline even if it is relatively garbage.  What is true of this tweet? | It is not sarcastic |
| What emojis (if any) would you add to this tweet? | I couldnt have imagined how much fun I would have with people Ive met through streaming. Im so thankful to live in this timeline even if it is relatively garbage. |
| woke up to my dog sneezing on my face. Hows your day going so far?  What is true of this tweet? | It is sarcastic |
| What emojis (if any) would you add to this tweet? | woke up to my dog sneezing on my face. Hows your day going so far? |
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